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Agenda

13:30 -- 13:45 Overview of LLM Generated Misinformation [15 min]
13:45 -- 14:55 Preventing LLM Generated Misinformation [70 min]

14:55 -- 15:00  Q&A [5min]
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15:30 -- 16:45 Detecting LLM Generated Misinformation [75 min]

16:45 -- 16:50 Conclusion and Discussion [5 min]

16:50 -- 17:00  Q&A [10min]

2Clarification questions are welcomed during the talk
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Introduction to Large Language Models

8

● Large Language Models (LLMs) 
are built on the paradigm of  
next word prediction.

● They require extensive 
training on large datasets to 
learn language patterns.



Emergent Abilities of LLMs 

9
Wei, Jason, et al. "Emergent abilities of large language models" TMLR

● Abilities that are not 
present in smaller-
scale models but are 
present in large-scale 
models.



Enhancing Usability with Instruction Tuning

10

● Instruction tuning enables LLMs  
to better understand and follow 
human instructions.

● This process makes LLMs more 
user-friendly and effective in 
extracting knowledge.



Overview of Recent LLMs 

11
Minaee, Shervin, et al. "Large Language Models: A Survey." arXiv:2402.06196



12
Liu, Yang, et al. "Trustworthy LLMs: A survey and guideline for evaluating large language models' alignment." arXiv:2308.05374 

LLM Applications
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14

Could we trust the LLM? 

The inconsistent 
output generated for 
seemingly identical 
questions.

Do LLM know about the fact? 



15

Some viewpoints from Yann LeCun



16
Liu, Yang, et al. "Trustworthy LLMs: A survey and guideline for evaluating large language models' alignment." arXiv:2308.05374 (2023).

LLM Trustworthiness



LLM Generated Misinformation

17
Liu, Yang, et al. "Trustworthy LLMs: A survey and guideline for evaluating large language models' alignment."

Unintentional Misinformation

Intentional Misinformation

Correct Answer: 53 BC



LLM Generated Misinformation 

18
Chen, Canyu, and Kai Shu. "Can LLM-Generated Misinformation Be Detected?." ICLR 2024

LLMs can be instructed to generate misinformation in different types, domains, and errors！

Untruthful or misleading information generated by LLM



LLM Generated Misinformation Real Case

19
https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-judge-is-considering-sanctions/
https://www.aol.com/chat-gpt-not-accurate-providing-173111365.html
https://www.yahoo.com/news/chatbots-inaccurate-misleading-responses-us-220838947.html

Legal Misuse Healthcare Inaccuracy

Political Impact

https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-judge-is-considering-sanctions/
https://www.aol.com/chat-gpt-not-accurate-providing-173111365.html
https://www.yahoo.com/news/chatbots-inaccurate-misleading-responses-us-220838947.html


Intentional Misinformation

20
Chen, Canyu, and Kai Shu. "Can LLM-Generated Misinformation Be Detected?." ICLR 2024

Examples of Intentional Misinformation 
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Goals of this Tutorial

22

How to Prevent and Detect Misinformation Generated by 
Large Language Models

Preventing Strategies Detecting Strategies

● LLM  Generated Text 
Detection

● Misinformation Detection

● Enhancing LLM Knowledge

● Enhancing Knowledge 
Inference in LLMs

● Promoting Ethical Values 
in LLMs
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23



Why LLM Generate Misinformation

24

LLMs’ knowledge is easily outdated and hard to update.

Knowledge Gaps



Why LLM Generate Misinformation  

25

Sampling decoding can lead to hallucinations.

Lee, Nayeon, et al.  Factuality enhanced language models for open-ended text generation.   Neurips 2022

Greedy 
Decoding

Top-k 
Sampling

Multinomial 
Sampling

Contrastive 
Search

Beam Search
LLM

Decoding
Strategies

Decoding Limitation 



Why LLM Generate Misinformation  

26
Yang, Yuqing, et al. "Alignment for honesty." arXiv preprint arXiv:2312.07000 (2023).

To align an LLM with our desired values:
● Admit when it doesn't know 

something instead of fabricating.
● Avoid generating harmful content.

Misalignment



Preventing LLM Generated Misinformation 

27

Seven strategies 
under three 
categories to 
mitigate 
misinformation 
generated by LLMs.
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Why Enhance LLM Knowledge

29

LLMs’ knowledge is easily outdated and hard to update



Why Enhance LLM Knowledge

30

Unfamiliar about domain 
knowledge 

Direct preference 
optimization is the 
outstanding paper in 
Neurips 2023.



Ways of Enhancing LLM Knowledge

31

Pretraining
Time

Fine-Tuning
Time

Inference
Time



Improving LLM Internal Knowledge

32

Improve LLM knowledge by modifying its parameters during or after pre-training.
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Data Filtering before Pretraining

34Longpre, Shayne, et al. "A pretrainer's guide to training data: Measuring the effects of data age, domain coverage, quality, & 
toxicity."  NAACL 2024

The most straightforward method



Data Filtering before Pretraining

35Longpre, Shayne, et al. "A pretrainer's guide to training data: Measuring the effects of data age, domain coverage, quality, & toxicity."  
NAACL 2024

Quality filtering C4 increases LM-XL’s downstream performance on all QA 
task domains, except for Books .



Textbooks are all you need (Phi-1)

36

Enhancing data 
quality can improve 
the performance of 
LLMs, even with 
much smaller 
datasets.

Gunasekar, Suriya, et al. "Textbooks are all you need." arXiv preprint arXiv:2306.11644 (2023).

Only Use high 
quality data: 
“Textbooks”



Improving LLM Internal Knowledge

37

Improve LLM knowledge by modifying its parameters during or after pre-training.

High Cost, Inconvenient to make changes Relative Low Cost,  Precise Control
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What is LLM Knowledge Editing

39Yao, Yunzhi, et al. "Editing large language models: Problems, methods, and opportunities."  EMNLP 2023



Direct Fine-Tuning May not work

40Hoelscher-Obermaier, et al. “Detecting Edit Failures In Large Language Models: An Improved Specificity Benchmark.” ACL 
2023 Findings

Possible side effect of knowledge editing

Blackbox Nature of LLM



LLM Knowledge Editing

41

Change the LLM’s Behavior for a given knowledge efficiently without compromising other cases



How do LLMs store Knowledge?

42Dai, Damai, et al. "Knowledge neurons in pretrained transformers." ACL 2023

Some neurons are highly related to knowledge.

Knowledge Attribution 



Knowledge Neuron

43

FFN is similar with a Neural Memory Network

Dai, Damai, et al. “Knowledge Neurons in Pretrained Transformers.” ACL 2022



Knowledge Neuron

44

Knowledge Attribution using integrated gradient

Dai, Damai, et al. “Knowledge Neurons in Pretrained Transformers.” ACL 2022



The Effectiveness of  Knowledge Neuron

45

Suppressing 
Knowledge 

neurons

Amplifying 
knowledge 

neurons

Dai, Damai, et al. “Knowledge Neurons in Pretrained Transformers.” ACL 2022



Modify the parameters to Achieve Model Editing

46
Dai, Damai, et al. “Knowledge Neurons in Pretrained Transformers.” ACL 2022



LLM Knowledge Editing

47

Change the LLM’s Behavior for a given knowledge efiiciently without compromising other cases



SERAC

48Mitchell, Eric, et al. "Memory-based model editing at scale." International Conference on Machine Learning. PMLR, 2022.

Adopt a small counterfactual model to deal with the edited cases

Scope Classifier

Counterfactual Model

Forward Pass



Training SERAC

49
Mitchell, Eric, et al. "Memory-based model editing at scale." International Conference on Machine Learning. PMLR, 2022.

Scope Classifier

Counterfactual Model



Deal with multiple tasks and knowledge types

50
Mitchell, Eric, et al. "Memory-based model editing at scale." International Conference on Machine Learning. PMLR, 2022.



SERAC can handle many edits

51
Mitchell, Eric, et al. "Memory-based model editing at scale." International Conference on Machine Learning. PMLR, 2022.
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Retrieval-Augmented Generation

53

Knowledge Editing: Complex and Require Extra Training 

How to better combine internal and external Knowledge?



Long Context Length of LLM

54

As LLM-supported 
context lengths 
increase, 
relevant knowledge 
can be directly 
placed in the LLM's 
context without 
modifying the LLM's 
parameters.



Naive Retrieval-Augmented Generation

55
Gao, Yunfan, et al. "Retrieval-augmented generation for large language models: A survey." arxiv preprint arxiv:2312.10997 (2023).

1. Document Retrieval

2. Context Integration

3. Answer Generation



Advanced Retrieval-Augmented Generation

56
Gao, Yunfan, et al. "Retrieval-augmented generation for large language models: A survey." arxiv:2312.10997



Query Optimization

57
Ma, Xinbei, et al. “Query Rewriting in Retrieval-Augmented Large Language Models.” EMNLP 2023

1. Original queries often do not align perfectly 
with retrieval needs, leading to suboptimal 
results.
2. Rewriting queries helps better match retrieval 
requirements, improving the relevance and 
accuracy of results.

1. Use a small trainable language model (PrLM) 
to rewrite the input queries.
2. Train the rewriter with feedback from the large 
language model (LLM) using reinforcement 
learning.

How to Rewrite Queries:

Why Rewrite Queries:



Query Optimization

58
Ma, Xinbei, et al. “Query Rewriting in Retrieval-Augmented Large Language Models.” EMNLP 2023



Context Compression

59

Retrieval systems often face the challenge of relevant information being buried in 
irrelevant text, leading to poor responses and high costs.

Approach

1.Base Retrieval: Use a base retriever to get initial documents.

2. Document Compression: Compress and filter documents using a compressor, keeping only 
query-relevant information.

https://python.langchain.com/v0.1/docs/modules/data_connection/retrievers/contextual_compression/



More Advanced RAG (Adaptive Retrieval)

60
Jiang, Zhengbao, et al. “Active Retrieval Augmented Generation.” EMNLP 2023



Active Retrieval Augmented Generation

61
Jiang, Zhengbao, et al. “Active Retrieval Augmented Generation.” EMNLP 2023

1. Generate Temporary Sentence: 
The model generates a temporary next sentence 
(e.g., Joe Biden attended).

2. Check Confidence:
If the temporary sentence contains low-confidence 
words, the model triggers retrieval.

3. Retrieve Relevant Information: 
The temporary sentence is used as a query to 
retrieve relevant documents (e.g.,  Search[Joe 
Biden University]).

4. Regenerate Sentence: 
Based on the retrieved information, the model 
regenerates a more accurate sentence.
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Enhancing Knowledge Inference in LLMs

63



Why Enhancing Knowledge Inference in LLMs  

64

Sampling decoding can lead to hallucinations

Lee, Nayeon, et al. "Factuality enhanced language models for open-ended text generation."  Neurips 2023



Why Enhancing Knowledge Inference in LLMs  

65
Li, Kenneth, et al. "Inference-time intervention: Eliciting truthful answers from a language model."  Neurips 2023

Generation-discrimination gap of LLMs
Accuracy of probing 
knowledge in the 
intermediate states
of LLM using weak 
classifiers.

Middle layers 
already know the 
knowledge.
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Decoding Strategies

67https://towardsdatascience.com/decoding-strategies-that-you-need-to-know-for-response-generation-ba95ee0faadc



Decoding Strategies

68

Trying to decode more factual content from LLM with changing its parameters



Factual-nucleus sampling

69
Lee, et al. “Factuality Enhanced Language Models for Open-Ended Text Generation.”  Neurips 2022

Decoding methods:
● Greedy decoding
● Nucleus sampling p = 0.9 (Top-p)
● Factual-nucleus sampling

Note:
Red represents nonfactual, green represents 
factual, and strikethrough represents 
repetition.



Factual-nucleus Sampling

70

Nucleus sampling (Top-p)
● Worse factual performance

Shortcomings of previous decoding methods

Reason
● Top-p can be seen as adding 

“randomness” to encourage 
diversity, which as a result, can 
lead to factual errors.

Greedy
● Lower generation diversity and 

more repetition

Lee, et al. “Factuality Enhanced Language Models for Open-Ended Text Generation.”  Neurips 2022



Factual-nucleus sampling

71

Methods

Intention:
Trade off between quality(diversity and repetition) 
and factuality

Motivation:
● There is no preceding text at the start of a 

sentence
● It is safe for LLMs to generate anything as long 

as it is grammatical and contextual.

Example
“Samuel Witwer’s father is a Lutheran minister”
• The beginning of the sentence “Samuel Witwer’s 

father is” is not nonfactual
• The continuation of “Lutheran minister” makes the 

sentence nonfactual.

Lee, et al. “Factuality Enhanced Language Models for Open-Ended Text Generation.”  Neurips 2022



Factual-nucleus sampling(Results)

72
Lee, et al. “Factuality Enhanced Language Models for Open-Ended Text Generation.”  Neurips 2022



Decoding Strategies

73



Why Enhancing Knowledge Inference in LLMs  

74
Li, Kenneth, et al. "Inference-time intervention: Eliciting truthful answers from a language model."  Neurips 2024

Generation-Discrimination gap of LLMs
Accuracy of probing 
knowledge in the 
intermediate states
of LLM using weak 
classifiers.

Middle layers 
already know the 
knowledge.



DoLa (Decoding by Contrasting Layers)

75
Chuang, Yung-Sung et al. “DoLa: Decoding by Contrasting Layers Improves Factuality in Large Language Models.”  ICLR 2024

• Final layer attention head prediction

• Early layer attention head prediction

• Combine the most contrastive layer with the 
final layer to predict the next token



Jensen-Shannon divergence

DoLa (Decoding by Contrasting Layers)

76Chuang, Yung-Sung et. al “DoLa: Decoding by Contrasting Layers Improves Factuality in Large Language Models.” ICLR 2024

Selected the layer with the maximum divergence



Contrasting calculation

DoLa (Decoding by Contrasting Layers)

77
Chuang, Yung-Sung et al. “DoLa: Decoding by Contrasting Layers Improves Factuality in Large Language Models.” ICLR 2024 



78
Chuang, Yung-Sung et al. “DoLa: Decoding by Contrasting Layers Improves Factuality in Large Language Models.”  ICLR 2024 

DoLa (Decoding by Contrasting Layers)
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Basic of LLM Alignment

80
Liu, Yang, et al. "Trustworthy LLMs: A survey and guideline for evaluating large language models' alignment." arXiv:2308.05374



Limitation of Normal Fine-Tuning and Alignment

81

Fine-tuning on unfamiliar examples make LLM hallucinate.

Kang, Katie, et al. "Unfamiliar finetuning examples control how language models hallucinate." arXiv:2403.05612



Overview of Factual Alignment

82



Fine-tuning Language Models for Factuality

83
Tian, Katherine, et al. "Fine-Tuning Language Models for Factuality."  ICLR 2024

1. Sample Model Responses
2. Automated Factuality Ranking
3. Learn Factuality from Preference Dataset



Truthful Evaluation

84
Tian, Katherine, et al. "Fine-Tuning Language Models for Factuality."  ICLR 2024



Fine-tuning Language Models for Factuality

85
Fine-tuning reduces error rates by over 50% for biographies and 20-30% for medical questions.

Tian, Katherine, et al. "Fine-Tuning Language Models for Factuality."  ICLR 2024



Overview of Factual Alignment

86



Alignment for Honesty

87
Yang, Y., Chern, E., Qiu, X., Neubig, G., & Liu, P. (2023). Alignment for honesty.  arXiv:2312.07000.

k(x) = 1 when models knows the answer to input x



Alignment for Honesty

88Yang, Y., Chern, E., Qiu, X., Neubig, G., & Liu, P. (2023). Alignment for honesty.  arXiv:2312.07000.



Alignment for Honesty — Result

89

Alignment improves LLMs' honesty by enhancing their refusal to answer unknown questions.

Yang, Y., Chern, E., Qiu, X., Neubig, G., & Liu, P. (2023). Alignment for honesty.  arXiv:2312.07000.



FLAME : Factuality-Aware Alignment for LLMs

90

Using LLM-generated responses rather than human responses for fine-tuning and alignment.

Lin, Sheng-Chieh, et al. "Flame: Factuality-aware alignment for large language models." arXiv:2405.01525 



FLAME : Factuality-Aware Alignment for LLMs

91
Using LLM-generated responses rather than human responses for fine-tuning and alignment.

Using LLM-generated 
responses for fine-
tuning/alignment prevents 
hallucinations caused by 
training on unfamiliar data.

Lin, Sheng-Chieh, et al. "Flame: Factuality-aware alignment for large language models." arXiv:2405.01525 



FLAME : Factuality-Aware Alignment for LLMs

92

FLAME improves factual accuracy in large language models without sacrificing instruction-following ability.

Lin, Sheng-Chieh, et al. "Flame: Factuality-aware alignment for large language models." arXiv:2405.01525 
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Adversarial Examples could trigger Hallucination 

94

● Black-Box: No access to model internals; relies on input-output queries.
● White-Box: Full access to model details; uses internal information.



Hallucinations are not Bugs, but Adversarial Examples

95Yao, J. Y., et al LLM Lies: Hallucinations are not Bugs, but Features as Adversarial Examples. arXiv-2310.



96

Two Adversarial Example Generation Methods Based on Gradient-Based Token Replacing

Hallucinations are not Bugs, but Adversarial Examples



ReEval

97

● Answer Swapping: 
Replace the correct answer 
with another valid answer 
while keeping the context 
unchanged.

● Context Enriching: Add 
additional relevant 
information to the existing 
evidence to create more 
complex contexts.

Yu, Xiaodong, et al. "ReEval: Automatic Hallucination Evaluation for Retrieval-Augmented Large Language Models via Transferable 
Adversarial Attacks.” NAACL 2024 Findings



Adversarial Training

98

1. Generate Factual Adversarial Examples.
2. Using these examples to fine-tuning LLM to improve the robustness to factual
adversarial examples.
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100
Chen, Canyu, and Kai Shu. "Can LLM-Generated Misinformation Be Detected?." ICLR 2024

Intentional Misinformation Generated by LLMs



Why Promoting Ethical Values in LLMs

101

The prompt that causes an LLM to generate intentional misinformation is a 
dangerous prompt, and it requires Promoting Ethical Values in LLMs to refuse to 
respond to such requests.

Ji, Jiaming, et al. Beavertails: Towards improved safety alignment of llm via a human-preference dataset. Neurips 2023 
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Safety Alignment (RLHF)

103



Effectiveness of Safety Alignment 

104



Refusal in Language Models Is Mediated by a Single Direction

105

Refusal direction:

Ablating the
“refusal direction”
causes jailbreak.

Arditi, Andy, et al. "Refusal in Language Models Is Mediated by a Single Direction." arXiv:2406.11717 
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Unintentional Misinformation could not be totally mitigated

107
Xu, Ziwei, et al. "Hallucination is inevitable: An innate limitation of large language models." arXiv:2401.11817

● LLMs will Hallucinate on 
What they Cannot 
Compute.

● Any Computable LLM will 
Hallucinate.



Intentional Misinformation could not be totally mitigated

108

In the real-world scenarios, the intentional misuse of LLMs could not be totally mitigated by alignment, 
especially for controllable misinformation generation.

Chen, Canyu, and Kai Shu. "Can LLM-Generated Misinformation Be Detected?." ICLR 2024



LLM Generated Misinformation should be Detected and Traced

109
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Overview of LLM Generated Text Detection

111Tang, Ruixiang, et al "The science of detecting llm-generated text." Communications of the ACM 

Post-Generation Detection: Uses features of the text itself for detection.

Watermarking Based Detection: Uses watermark features added during text generation for detection.

Watermarking Based Detection Post-Generation Detection
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Overview of LLM Watermark

113Liu, Aiwei, et al. "A survey of text watermarking in the era of large language models." arXiv:2312.07913.



How Large Language Models Generate Text

114

● Large Language Models (LLMs) 
are built on the paradigm of  
next word prediction.

● Next word prediction refers to a 
LLM predicting the distribution 
of the next word in the 
vocabulary, and then sampling
a  token from the vocabulary.



A Watermark for Large Language Models (KGW)

115

The KGW watermarking algorithm: which split the vocabulary into red and green 
list, and add the probability of the green list tokens.

G: Green list R: Red list Add a small to the green list during generation.
Kirchenbauer, John, et al. "A watermark for large language models." ICML 2023 Outstanding



A Watermark for Large Language Models (KGW)

116

Watermark Detection

Kirchenbauer, John, et al. "A watermark for large language models." ICML 2023 Outstanding



A Watermark for Large Language Models (Example)

117

A real case: 

More green tokens mean a 
higher likelihood of containing a 
watermark.

Kirchenbauer, John, et al. "A watermark for large language models." ICML 2023 Outstanding



A Watermark for Large Language Models (KGW)

118
Simple and effective, it achieves very high detection accuracy in texts with a length of 200.

Kirchenbauer, John, et al. "A watermark for large language models." ICML 2023 Outstanding



Overview of More advanced LLM Watermarking

119



Limitations of KGW

120

The Watermarked text should still be detected after the semantic-preserving transformation

Kirchenbauer, John, et al. "On the reliability of watermarks for large language models."   ICLR 2024



A Semantic Invariant Watermark for Large Language Models

121Liu Aiwei, et al. "A Semantic Invariant Watermark for Large Language Models."  ICLR 2024
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A Semantic Invariant Watermark for Large Language Models

Liu Aiwei, et al. "A Semantic Invariant Watermark for Large Language Models."  ICLR 2024
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A Semantic Invariant Watermark for Large Language Models

Liu Aiwei, et al. "A Semantic Invariant Watermark for Large Language Models."  ICLR 2024
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A Semantic Invariant Watermark for Large Language Models

Liu Aiwei, et al. "A Semantic Invariant Watermark for Large Language Models."  ICLR 2024



125

SIR Robust Under Paraphrasing

Comparing the robustness of the watermarking methods under two paraphrasing attacks: GPT3.5 and DIPPER.

Liu Aiwei, et al. "A Semantic Invariant Watermark for Large Language Models."  ICLR 2024



126

SIR: Balance between attack robustness and security robustness

Achieves the best balance between 

● Attack robustness. (Paraphrasing)
● Security robustness. (Spoofing attack)

Liu Aiwei, et al. "A Semantic Invariant Watermark for Large Language Models."  ICLR 2024



Another Limitation of KGW

127

The influence of KGW on the output logits of an LLM is biased, which 
will ultimately affect the quality of the text generated by the LLM.



What is Unbiased watermark

128Hu, Zhengmian, et al. "Unbiased watermark for large language models."  ICLR 2024



KGW is Biased

129



KGW is Biased

130



Unbiased Watermark for Large Language Models

131Hu, Zhengmian, et al. "Unbiased watermark for large language models."  ICLR 2024



Unbiased Watermark for Large Language Models

132Hu, Zhengmian, et al. "Unbiased watermark for large language models."  ICLR 2024



Unbiased Watermark for Large Language Models

133Hu, Zhengmian, et al. "Unbiased watermark for large language models."  ICLR 2024



Unbiased Watermark for Large Language Models

134

Better Generated Text Quality Compared to KGW.

Hu, Zhengmian, et al. "Unbiased watermark for large language models."  ICLR 2024



MarkLLM: An Open-Source Toolkit for LLM Watermarking

135
Our open-source toolkit for LLM watermarking

Pan, Leyi, et al. "MarkLLM: An Open-Source Toolkit for LLM Watermarking." arXiv:2405.10051



Tutorial Outline

PART 3:  Detecting LLM Generated Misinformation 

LLM-Generated Text Detection

Watermarking Based Detection

Post-Generation Detection

Misinformation Detection

General Misinformation Detection

LLM-Generated Misinformation Detection

Conclusion, Future Directions, and Discussion

Q+A/Discussion

136



Beyond Watermarking: Post-Hoc Non-Watermarking Detection

137

Instead of planting watermarks ahead, post-hoc non-watermarking detection aims to

• Detect: distinguish human/LLM-generated texts; or
• Attribute: trace the origin of a text piece to the LLM that generates it

via obtaining LLMs’ original characteristics (e.g., internal states for the white-box setting).

Kumarage, Tharindu, et al. “A Survey of AI-generated Text Forensic Systems: Detection, Attribution, and Characterization.”  arXiv preprint 2403.01152.



Why Post-Hoc Detection When We Have Watermarking Techniques?

138

Watermarking requires cooperation of LLM service providers,
which could be hardly applicable for malicious deployed LLMs.

Malicious
Attacker

Open-Sourced
LLM

LLM for
Misinfo Generation

Download
LLM

Private
Further Training

Deploy
in Private Servers

FAKING!

✘ Unknown Attacker

✘ Unknown Source

✘ Unknown Generator LLM



Post-Hoc Non-Watermarking Detection

139

Using Probabilities Directly Ø Word Rank Statistics: GLTR [ACL 2019]

Key Idea: Probabilities reflect LLMs’ unique characteristics.

Perturbation-Based

Ensemble-Based

Ø Prob. Perturbation: DetectGPT [ICML 2023]
Ø Rank Perturbation: DetectLLM [EMNLP 2023

Findings]
Ø Divergent N-Gram Analysis: DNA-GPT

Ø Multiple LLM Perplexities: Sniffer, LLMDet
[EMNLP 2023 Findings]



Word Rank Statistics: GLTR

140

● The pre-trained language models (e.g., BERT and GPT-2) are used to obtain the probability ranking of 
each token

● 4 counters for top-10/100/1000/1000+ respectively providers the statistical features

Gehrmann, et al. "GLTR: Statistical detection and visualization of generated text." ACL 2019.



Word Rank Statistics: GLTR

141

● The pre-trained language models (e.g., BERT and GPT-2) are used to obtain the probability ranking of 
each token

● 4 counters for top-10/100/1000/1000+ respectively providers the statistical features

Gehrmann, et al. "GLTR: Statistical detection and visualization of generated text." ACL 2019.

A simple logistic regression model
is applied for classification.



Prob. Perturbation: DetectGPT

142

● Basic Assumption: After perturbations, the change (decrease) of log likelihood for LLM-generated
texts are larger than that for human-written texts.

Mitchell, et al. “DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature.” ICML 2023.

Why?
Different Optimizations matter—
● LLMs: Top-k/Top-p/greedy
● Human: Not following that



Prob. Perturbation: DetectGPT

143

● Perturbation Difference:

Mitchell, et al. “DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature.” ICML 2023.

ü For LLM Texts: d > 0

ü For Human Texts: d -> 0 (smaller)



Prob. Perturbation: DetectGPT

144Mitchell, et al. “DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature.” ICML 2023.



Rank Perturbation: DetectLLM

145

● Basic Assumption: AI texts have a higher Log Likelihood Log-Rank Ratio (LRR) and are more
affected by the Normalized Perturbed log-Rank (NPR) than texts written by humans

Su, et al. “DetectLLM: Leveraging Log Rank Information for Zero-Shot Detection of Machine-Generated Text.” EMNLP 2023 Findings.

absolute confidence
——————————

relative confidence

avg log rank of n perturbations
——————————————

original log rank

The idea is shared with DetectGPT



Rank Perturbation: DetectLLM

146

● Basic Assumption: AI texts have a higher Log Likelihood Log-Rank Ratio (LRR) and are more
affected by the Normalized Perturbed log-Rank (NPR) than texts written by humans

Su, et al. “DetectLLM: Leveraging Log Rank Information for Zero-Shot Detection of Machine-Generated Text.” EMNLP 2023 Findings.



Divergent N-Gram Analysis: DNA-GPT

147

● Basic Assumption: Given appropriate preceding text, LLMs tend to output highly similar text across
multiple runs of generations.

Yang, et al. "DNA-GPT: Divergent N-Gram Analysis for Training-Free Detection of GPT-Generated Text." Preprint. 2023.

ü Diff between the original
and K regenerations

ü Training-Free



Divergent N-Gram Analysis: DNA-GPT

148Yang, et al. "DNA-GPT: Divergent N-Gram Analysis for Training-Free Detection of GPT-Generated Text." Preprint. 2023.



Multiple LLM Perplexities: Sniffer

149Li, et al. "Origin Tracing and Detecting of LLMs." Preprint. 2023.

Ø Use multiple LLMs to calculate the 
perplexities, applicable to both
detection and attribution

Ø Basic idea: Human-based texts tend to 
have similar perplexities among
LLMs, but LLM-generated ones
indicate the differences among LLMs.

Ø Features:
Ø Perplexities on each LLM;
Ø Contrastive scores between arbitrary

two of candidate LLMs; and
Ø Pearson/Spearman coefficients of

scores

Ø For example, when the number of 
LLMs is 4, the feature dimension is:
4 + C!" + 2×C!" = 4 + 6 + 12 = 22



Multiple LLM Perplexities: Sniffer

150

ü It can generalize to
detect texts from
unknown LLMs.

● Known LLMs：
○ GPT2-xl(1.5B),

○ GPT-Neo(2.7B),

○ GPT-J(6B) 

○ LLaMA(7B)

● Unknown: ChatGPT

Li, et al. "Origin Tracing and Detecting of LLMs." Preprint. 2023.



Multiple LLM Perplexities: LLMDet

151

ü Basic idea: Similar to Sniffer
ü Key Difference：It stores!

○ Construct n-gram perplexity dictionaries to obtain proxy perplexities from multiple proxy LLMs
○ No need to calculate perplexities at the inference stage: More storage space for less latency

Wu, et al. “LLMDet: A Large Language Models Detection Tool.” EMNLP 2023 Findings.



Black-Box Detection of LLM-Generated Text

152Tang, Ruixiang, et al "The science of detecting llm-generated text." Communications of the ACM 

Instead of looking closer to LLMs’ internal signals,

black-box detection aims to detect or attribute
LLM texts via mining LLMs’ text characteristics.

Why Black-Box Detection?

Ø Closed-sourced API-based LLMs is popular, but
logits/probabilities/… are mostly unavailable.

Ø Though some white-box detectors are training-
free, but the inference cost may be heavier.



Black-Box Detection

153

Style-Based

Key Idea: Word uses reflect LLMs’ unique characteristics.

Discourse-Based

Familiarity-Based

Ø Coco [EMNLP 2023]

Ø Raidar [ICLR 2024]
Ø DPIC

Ø UAR [ICLR 2024]



Motivation:
LLM exhibit consistent writing styles across 
a wide range of prompts.

Method:
● Pair writing samples composed at 

different points in time by the same 
author to yield positive examples.

● Pair writing samples by different authors 
to yield negative examples.

● Use the UAR model, a RoBERTa-based 
architecture trained with a supervised 
contrastive objective.

Soto, Rafael Rivera, et al. "Few-Shot Detection of Machine-Generated Text using Style Representations." ICLR 2024.

Style-Based: UAR

Stylistic representation > Semantic representation



Motivation:
● Human-written text is more 

coherent than LLM-generated
text as the sentences share 
more same entities with 
each other

● Coherence modeling helps 
to introduce distinguishable 
linguistic features

Liu, et al. "CoCo: Coherence-Enhanced Machine-Generated Text Detection Under Data Limitation With Contrastive Learning." EMNLP 2023.

Discourse-Based: CoCo



Discourse-Based: CoCo

● Step 1: Coherence 
Graph Construction

● Step 2: Supervised 
Contrastive Learning

Model the text coherence 
with entity consistency 
and sentence interaction.

Negative samples are 
paid more attention.

Liu, et al. "CoCo: Coherence-Enhanced Machine-Generated Text Detection Under Data Limitation With Contrastive Learning." EMNLP 2023.



Mao et al. "Raidar: geneRative AI Detection viA Rewriting." ICLR 2024.

Motivation:

● LLMs are more likely to modify human-written text than LLM-generated text 
when tasked with rewriting

● Detect LLM-generated text by prompting LLMs to rewrite and calculating the 
editing distance

Familiarity-Based: Raidar



Three settings:

● Invariance: apply a single 
transformation

● Equivariance: apply a 
transformation and its 
reverse transformation

● Uncertainty: variance of 
multiple rewrites as a 
detection measurement

Familiarity-Based: Raidar

The rewriting similarity score of human and GPT-generated text

Mao et al. "Raidar: geneRative AI Detection viA Rewriting." ICLR 2024.



Familiarity-Based: DPIC

Yu et al. "DPIC: Decoupling Prompt and Intrinsic Characteristics for LLM Generated Text Detection." arXiv preprint (2023).

Motivation:
● View the generation process as a coupled process of prompt and intrinsic 

characteristics of the generative model

● Decouple prompt and intrinsic characteristics (DPIC) for LLM-generated text 
detection



Familiarity-Based: DPIC

Yu et al. "DPIC: Decoupling Prompt and Intrinsic Characteristics for LLM Generated Text Detection." arXiv preprint (2023).

Method:
● Step 1: Utilize an auxiliary LLM to reconstruct the prompt based on the candidate text.

● Step 2: The reconstructed prompt is then used for the auxiliary LLM to obtain the regenerated 
text. 

● Step 3: Classify by comparing the similarity between the candidate text and the regenerated 
text.



Limitations: Detectors Face Accuracy-Applicability Dilemma

161

LLM

[Text]

Detector

Black-box
Based on Text

LLM

[Token Prob.]

Detector

White-Box
Based on Prob.

Accuracy: (Mostly) White > Black

Applicability: (Mostly) Black > White



Gray-Box Detection: A new way to tackle this dilemma

162

Accuracy: (Mostly) White >= Gray > Black

Applicability: (Mostly) Black = Gray > White

Gray-Box:
Estimate
white-box features



POGER: Proxy-Guided Efficient Resampling for Prob. Estimation

163

● Basic idea 1:
○ Word probabilities can be estimated by multiple re-sampling.
○ e.g., Prompt an LLM with the same context for 100 times. If the LLM generates the given word

for 97 times, the estimated probability will be 97/100 = 0.97

It works (better than
black-box methods)

but costly.

Shi, et al. “Ten Words Only Still Help: Improving Black-Box AI-Generated Text Detection via Proxy-Guided Efficient Re-Sampling.”
Will appear at IJCAI 2024.



POGER: Proxy-Guided Efficient Resampling for Prob. Estimation

164

● Basic idea 2 (How to make the re-sampling process more efficient?)
○ Low-probability (but still outputted) words reflects more unique characteristics

for an LLM.
○ High-probability words reflects the overall human language preference and

similar among LLMs.

What about using a proxy LLM to identify high-probability words
and only re-sampling for low-probability ones?

Shi, et al. “Ten Words Only Still Help: Improving Black-Box AI-Generated Text Detection via Proxy-Guided Efficient Re-Sampling.”
Will appear at IJCAI 2024.



POGER: Proxy-Guided Efficient Resampling for Prob. Estimation

165

Ø STEP 1: Error-Aware Word Selection
Use a proxy white-box LLM (e.g., Llama) to help select representative (low-probability) words (with an additional
error control)
Ø STEP 2: Probability Estimation
Transform counts to est. probabilities
Ø STEP : Classification
Train a classifier based on the estimates.



POGER: Proxy-Guided Efficient Resampling for Prob. Estimation

166Shi, et al. “Ten Words Only Still Help: Improving Black-Box AI-Generated Text Detection via Proxy-Guided Efficient Re-Sampling.”
Will appear at IJCAI 2024.

Significantly better than Black-box baselines
and proxy-using white-box baselines

Smaller performance drop
in OOD settings
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Misinformation Detection

168

● Given the text P (and optional external info K, if it is circulated online), predict
it contains misinformation or not, i.e., f(P, K) → {0, 1}
○ K: Social context, User/source info, Fact database, and even the whole Web…

Text P / External Info K Model

1 (Misinformation)
0 (Otherwise)

Prediction



LLM-based General Misinformation Detection

169

Though the LLM poses threats in misinformation production,
can we fight fire with fire?

Answer from academic
community:

YES!

https://github.com/ICTMCG/LLM-for-
misinformation-research/



LLM-based General Misinformation Detection

170

As an Analyzer or Data Generator

LLMs do play a role, other than providing factual statements.

As a Tool User

As a Decision-Maker

Ø ARG [AAAI 2024]
Ø L-Defense [WWW 2024]
Ø GenFEND

Ø ProgramFC [ACL 2023]
Ø TELLER [ACL 2024 Findings]

Ø FacTool
Ø LEMMA



As an Analyzer: ARG

171Hu, et al. “Bad Actor, Good Advisor: Exploring the Role of Large Language Models in Fake News Detection.” AAAI 2024.

Q: Given the following message, predict its veracity. If it is more 
likely to be a real message, return 1; otherwise, return 0: Detailed 
photos of Xiang Liu’s tendon surgery exposed. Stop complaints 
and please show sympathy and blessings!
A:

1

Q: Given the following message, predict its veracity. If it is more 
likely to be a real message, return 1; otherwise, return 0: Detailed 
photos of Xiang Liu’s tendon surgery exposed. Stop complaints 
and please show sympathy and blessings!
A: Let’s think step by step.

Firstly, this message mentions that Xiang Liu underwent tendon 
surgery, which can be verified through other channels… Therefore, 
it can be considered that this message is more likely to be true 
information, and the response is 1. Therefore, the answer (arabic
numerals) is 1

(a) Zero-shot

(b) Zero-shot CoT

(c) Few-shot

Q: Given the following message, predict its veracity. If it is more 
likely to be a real message, return 1; otherwise, return 0: Breaking 
News: Tianyi Li’s successful exoneration!...
A: 0
…

Q: Given the following message, predict its veracity. If it is more 
likely to be a real message, return 1; otherwise, return 0: Detailed 
photos of Xiang Liu’s tendon surgery exposed. Stop complaints 
and please show sympathy and blessings!
A: 

1

Q: Given the following message, predict its veracity. If it is more 
likely to be a real message, return 1; otherwise, return 0: Breaking 
News: Tianyi Li’s successful exoneration!...
A: Firstly, this message claims that Tianyi Li’s exoneration was 
successful, but it doesn’t specify the case in question and lacks any 
supporting evidence…Therefore, the answer is 0.
…

Q: Given the following message, predict its veracity. If it is more 
likely to be a real message, return 1; otherwise, return 0: Detailed 
photos of Xiang Liu’s tendon surgery exposed. Stop complaints 
and please show sympathy and blessings!
A: 

Firstly, this message mentions that Xiang Liu underwent tendon 
surgery, which can be verified through other channels…Therefore,
the response is 1

(d) Few-shot CoT

Q: Given the following message, predict its veracity. If it is more 
likely to be a real message, return 1; otherwise, return 0: Detailed 
photos of Xiang Liu’s tendon surgery exposed. Stop complaints 
and please show sympathy and blessings!
A: Let’s think from the perspective of commonsense.

Based on common knowledge and experience, usually, real surgery 
will not be exposed, as this involves patient privacy and medical 
institutions’ confidentiality obligations. Therefore, this message is 
more likely to be false. Return 0.

(e) Zero-shot CoT with Perspective Specified

Is the LLM a good detector?
No for now.

Results:
Fine-tuned BERT >
GPT-3.5-turbo using 4 typical
prompting techniques

P.S.: LLM like GPT-4 improves then,
but the accuracy is still not surprising.



As an Analyzer: ARG

172
Hu, et al. “Bad Actor, Good Advisor: Exploring the Role of Large Language Models in Fake News Detection.” AAAI 2024.

But it can be a great analyzer.
• Better commonsense inside
• Competitive description signal

perception

Core idea of ARG:
Let an LLM be an analyzer to enhance small
language models like BERT to complement
each other.



As an Analyzer: ARG

173Hu, et al. “Bad Actor, Good Advisor: Exploring the Role of Large Language Models in Fake News Detection.” AAAI 2024.



As an Analyzer: ARG

174Hu, et al. “Bad Actor, Good Advisor: Exploring the Role of Large Language Models in Fake News Detection.” AAAI 2024.

The knowledge from LLMs can even be distilled to a rationale-free model



As an Analyzer: ARG

175Hu, et al. “Bad Actor, Good Advisor: Exploring the Role of Large Language Models in Fake News Detection.” AAAI 2024.

The LLM+SLM collaboration framework show good performance improvement.



As an Analyzer: L-Defense

176Wang, et al. “Explainable Fake News Detection With Large Language Model via Defense Among Competing Wisdom.” WWW 2024.

What if the misinformation is on social media?

How to summarize and
reason over the two
competing parties?



As an Analyzer: L-Defense

177Wang, et al. “Explainable Fake News Detection With Large Language Model via Defense Among Competing Wisdom.” WWW 2024.

LLM is a reasoner who observes two
competing evidence sets



As an Analyzer: GenFEND

178
Nan, et al. “Let Silence Speak: Enhancing Fake News Detection with Generated Comments from Large Language Models.” 
arXiv preprint 2405.16631

What if no sufficient social context? LLMs still help!

Let LLMs role-play a user to
provide comments based
on the content and their
personality, even if in reality
they may be silent.



As an Analyzer: GenFEND

179
Nan, et al. “Let Silence Speak: Enhancing Fake News Detection with Generated Comments from Large Language Models.” 
arXiv preprint 2405.16631

Advantages
• Earlier: No need to wait

for human-written
comments

• More Diverse: User
attributes can be more
diverse than in reality



As an Analyzer: GenFEND

180
Nan, et al. “Let Silence Speak: Enhancing Fake News Detection with Generated Comments from Large Language Models.” 
arXiv preprint 2405.16631

LLM-generated comments can enhance existing
detectors, no matter whether human comments exist

or not.

LLM-generated comments mostly bring
a better performance than human ones!



As a Tool User: FacTool

181
Chern, et al. “FACTOOL: Factuality Detection in Generative AI A Tool Augmented Framework for Multi-Task and Multi-
Domain Scenarios.” arXiv preprint 2307.13528

• Claim Extraction: The framework starts by extracting claims 
from the generated text. This is done using the LLM's own 
capabilities, leveraging its strong instruction-following abilities 
to define and extract fine-grained claims.

• Query Generation: For each extracted claim, the framework 
generates queries that can be used to search for evidence. 
These queries are crafted to be as effective as possible in 
retrieving relevant information.

• Tool Querying: The generated queries are then used to 
interact with various tools such as search engines, code 
interpreters, and even other LLMs. These tools provide the 
domain-specific expertise needed to gather evidence about 
the factuality of the claims.

• Evidence Collection: Using the queries, the framework 
collects evidence from the tools. This evidence is crucial for 
the next step, where it will be used to assess the truthfulness 
of the claims.

• Agreement Verification: Finally, the framework evaluates 
the collected evidence to determine the factuality of each 
claim. It uses the reasoning abilities of the LLM to assess 
whether the evidence supports the claim, thus determining its 
factual status.



As a Tool User: FacTool

182
Chern, et al. “FACTOOL: Factuality Detection in Generative AI A Tool Augmented Framework for Multi-Task and Multi-
Domain Scenarios.” arXiv preprint 2307.13528

Advantages
• Designed for general

factuality detection
purposes

• Covers diverse domains



As a Tool User: FacTool

183
Chern, et al. “FACTOOL: Factuality Detection in Generative AI A Tool Augmented Framework for Multi-Task and Multi-
Domain Scenarios.” arXiv preprint 2307.13528

Great performance by
enabling GPT-4 with tool

augmentations



As a Tool User: LEMMA

184
Xuan et al., "LEMMA: Towards LVLM-Enhanced Multimodal Misinformation Detection with External Knowledge 
Augmentation." arXiv preprint 2402.11943

● Core idea: Let L(V)LM (e.g., GPT-4V) be a tool user of external knowledge sources by tailoring the
process for text-image-based news samples.

What’s special
• Has the initial inference stage.

If the LVLM is confident
enough, no external tool
calling needed;

• Use diverse search tools to
get both vision/text evidences.



As a Decision-Maker: ProgramFC

185Pan, et al. “Fact-checking complex claims with program-guided reasoning.” ACL 2023

● ProgramFC (Program-Guided Fact-Checking) leveraging LLMs’ capabilities to generate reasoning 
programs for the purpose of fact-checking complex claims in potential misinformation.

LLMs decide the type of next logical action



As a Decision-Maker: ProgramFC

186Pan, et al. “Fact-checking complex claims with program-guided reasoning.” ACL 2023

● ProgramFC (Program-Guided Fact-Checking) leveraging LLMs’ capabilities to generate reasoning 
programs for the purpose of fact-checking complex claims in potential misinformation.

Using a code-style template to elicit the
programming capability



As a Decision-Maker: ProgramFC

187Pan, et al. “Fact-checking complex claims with program-guided reasoning.” ACL 2023

Largely improves the transparency and explainability of the checking procedure



As a Decision-Maker: TELLER

188Liu, et al. “TELLER: A Trustworthy Framework for Explainable, Generalizable and Controllable Fake News Detection.” 
ACL 2024 Findings

● TELLER builds a dual-system framework, i.e., Cognition System and Decision System.

LLMs decide for each yes/no questions,
but do not do the final aggregation.

Disjunctive Normal
Form Layer 



As a Decision-Maker: TELLER

189Liu, et al. “TELLER: A Trustworthy Framework for Explainable, Generalizable and Controllable Fake News Detection.” 
ACL 2024 Findings

● TELLER builds a dual-system framework, i.e., Cognition System and Decision System.

TELLER can extract explicit logical rules,
improving the transparency.
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What is different when LLM-generated misinfo emerges?

191

1. Faster and easier to produce:
976 low-quality AI-driven sites identified as of July 2024

2. More realistic and misleading for human perception



LLM-generated Misinformation Detection

192

General Methods

Specific Methods

Ø They are still applicable (ideally).

Ø Detect Hallucination Outputs at the LLM side
SelfCheckGPT [EMNLP 2023]
InterrogateLLM
SAPLMA [EMNLP 2023 Findings]

Ø Defending against LLM-based Misinformation Rewriting
SheepDog [KDD 2024]



Hallucination Det.: SelfCheckGPT

193Manakul, et al. “SELFCHECKGPT: Zero-Resource Black-Box Hallucination Detection for Generative Large Language Models .” 
EMNLP 2023

Basic assumption: LLM’s uncertainty
Ø If an LLM has knowledge of a given 

concept, sampled responses are likely to 
be similar and contain consistent facts;

Ø For hallucinated facts, stochastically 
sampled responses are likely to diverge
and contradict one another.



Hallucination Det.: SelfCheckGPT

194Manakul, et al. “SELFCHECKGPT: Zero-Resource Black-Box Hallucination Detection for Generative Large Language Models .” 
EMNLP 2023

SelfCheckGPT score has different options:

Ø BERTScore:

Ø QA:

Ø n-gram:

Ø NLI:

Ø Prompt:



Hallucination Det.: InterrogateLLM

195
Yehuda, et al. “In Search of Truth: An Interrogation Approach to Hallucination Detection.” arXiv preprint 2403.02889

Basic assumption
Ø A factual answer can lead a question generation module to recover the original question;
Ø but a hallucination answer may not.



Hallucination Det.: InterrogateLLM

196
Yehuda, et al. “In Search of Truth: An Interrogation Approach to Hallucination Detection.” arXiv preprint 2403.02889

Generated Questions:
K=5 for each



Hallucination Det.: SAPLMA

197
Azaria, Mitchell. “The Internal State of an LLM Knows When It’s Lying.” arXiv preprint 2304.13734

Ø Basic assumption: Internal states of LLMs indicates the LLMs’ behavior of
hallucinating or answering correctly.

Ø Simple solution: SAPLMA (Statement Accuracy Prediction, based on Language Model 
Activations), simple train an MLP classifier with layer activation features.

MLP
3 layers (256->128->64)

sigmoid

last hidden layer/
28th hidden layer/
20th hidden layer/
16th hidden layer/
12th hidden layer/
……

(4096 units/layer）

Hallucination or not



Hallucination Det.: SAPLMA

198Azaria, Mitchell. “The Internal State of an LLM Knows When It’s Lying.” arXiv preprint 2304.13734

Significantly better than BERT
(when the optimal threshold is obtained) SAPLMA’s values are much better aligned 

with the truth value.



Defend against style attack: SheepDog

199Wu et al. “Fake News in Sheep’s Clothing: Robust Fake News Detection Against LLM-Empowered Style Attacks.”
Will appear at KDD 2024

Powered by LLMs,
fake news is camouflaged with the 
style of reliable news publishers!



Defend against style attack: SheepDog

200Wu et al. “Fake News in Sheep’s Clothing: Robust Fake News Detection Against LLM-Empowered Style Attacks.”
Will appear at KDD 2024

Core idea
Train a content-focused detector by augmenting the samples with different styles to
discount style-related features.



Defend against style attack: SheepDog

201Wu et al. “Fake News in Sheep’s Clothing: Robust Fake News Detection Against LLM-Empowered Style Attacks.”
Will appear at KDD 2024

SheepDog significantly outperforms competitive baselines on four adversarial 
test settings under LLM-empowered style attacks



Tutorial Outline

PART 3:  Detecting LLM Generated Misinformation 

LLM-Generated Text Detection

Watermarking Based Detection

Post-Generation Detection

Misinformation Detection

General Misinformation Detection

LLM-Generated Misinformation Detection

Conclusion and Discussion

Q+A/Discussion
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LLMs Generated Misinforamtion

203
Liu, Yang, et al. "Trustworthy LLMs: A survey and guideline for evaluating large language models' alignment."

Unintentional Misinformation

Intentional Misinformation



Preventing LLM Generated Misinformation 

204

Seven strategies 
under three 
categories to 
mitigate 
misinformation 
generated by LLMs.
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Detecting LLM Generated Misinformation 
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Thanks for listening!



https://sigir24-llm-misinformation.github.io/

Thank You!
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